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0. Introduction and notations

This paper brings miscellaneous results concerning interval linear systems, grouped into relatively independent sections and covering such areas as properties of the solution set, computational aspects, regularity, nonnegative invertibility and interval linear programming. The reader is strongly recommended to read first our paper [22] to which references are frequently made in the text.

Notations used are almost the same as in [22]. We repeat them briefly. We deal here with interval linear systems \( A^T x = b^T \), where 
\[
A^T = [A_c - \Delta, A_c + \Delta] = [\underline{A}, \overline{A}]
\]
is an \( \times \) matrix, 
\[
b^T = [b_c - \delta, b_c + \delta] = [\underline{b}, \overline{b}]
\]
is an interval \( n \)-vector, 
\[n = \{1, \ldots, n\}, \quad e = (1, \ldots, 1)^T, \quad f = -e, \quad y = \{y \in \mathbb{R}^n; |y| = e\} ; T_e \text{ is the diagonal matrix with diagonal } t \in \mathbb{R}^n.\]

For each \( t, z \in \mathbb{R}^n \), we define 
\[
A_{tz} = A_c - t_z \Delta \Delta_z, \quad b_t = b_c + t_z \delta_z \Delta_z \text{ (i.e. } (A_{tz})_{ij} = (A_c)_{ij} - t_i \Delta_{ij} z_j, \quad (b_t)_{i} = (b_c)_{i} + t_i \delta_{i} z_i \text{ for } i, j \in \mathbb{N} \text{); if } |t| \leq e \text{ and } |z| \leq e \text{ (especially if } t \in y \text{ and } z \in y), \text{ then } A_{tz} \in \Lambda^T, \quad b_t \in \mathbb{R}^T.\]

For each \( x \in \mathbb{R}^n \), we define 
\[
\text{sgn } x \in y \text{ by } (\text{sgn } x)_{i} = 1 \text{ if } x_i > 0 \text{ and } (\text{sgn } x)_{i} = -1 \text{ if } x_i < 0.
\]

\( x \in \) is called an extremal point of a convex set \( M \) if there does not exist a pair \( x_1, x_2 \in M \) such that \( x_1 \neq x_2 \) and \( x = \frac{1}{2}(x_1 + x_2) \). \( \sigma(A) \) denotes the spectral radius of \( A \).

AMS Subject Classifications: 65G10, 90C05, 90C33
1. The solution set

In this section, we present some properties of the solution set $X = \{ x; Ax = b, A \in A^I, b \in b^I \}$. Some of them are known; we give new proofs here, sometimes shorter.

The basic description of the solution set $X$ is due to Oettli and Prager [16] :

**Theorem 1.1.** $X = \{ x; |A_c x - b_c| \leq \Delta |x| + d' \}$.

**Proof.** If $Ax = b$ for some $A \in A^I$, $b \in b^I$, then $|A_c x - b_c| = z(|A_c - A| x + b - b_c| \leq \Delta |x| + d'$. Conversely, let the inequality hold; define $t \in \mathbb{R}^n$ by

$$
t_{i} = \left\{ \begin{array}{ll}
\frac{(A_c x - b_c)_i}{(\Delta |x| + d')_i} & \text{if } (\Delta |x| + d')_i \neq 0 \\
1 & \text{otherwise}
\end{array} \right.
$$

($i \in \mathbb{N}$), then $A_c x - b_c = T_z(\Delta |x| + d')$ and with $z = \text{sgn } x$ we obtain $A_{tz} x = b_z$, which, since $t \in [\varepsilon, c]$, implies $x \in X$. ■

We have simultaneously proved this

**Corollary 1.1.** Let $x \in X$. Then it satisfies $A_{tz} x = b_z$ for $z = \text{sgn } x$ and some $t \in [\varepsilon, c]$.

The following two results are due to Beeck [4] :

**Corollary 1.2.** $X = \{ x; A_{ez} x \leq b_z, A_{tx} x \geq b, T_z x \geq 0, b_z \in Y \}$.

**Proof.** Follows immediately from theorem 1.1 when expressing $|x|$ by $T_z x$ with $z = \text{sgn } x$. ■

**Corollary 1.3.** The intersection of $X$ with each orthant is a convex polytope.

**Proof.** From corollary 1.2, with $z$ fixed. ■
A still another description of $X$ can be obtained from theorem 1.1 when substituting $x = x^+ - x^-$, $|x| = x^+ + x^-$. 

**Corollary 1.4.** $X = \{ x ; Ax^+ - Ax^- \leq b, Ax^+ - Ax^- \geq b \}$. 

The central result concerning the solution set is theorem 2 in [22]. We give here another proof, not using theorem 0, and perhaps more insightful. We begin with this theorem: 

**Theorem 1.2.** Let $A^T$ be regular. Then each extremal point $x$ of Conv $X$ satisfies $|A_c x - b_c| = \Delta|x| + \delta$. 

**Proof.** $x$, being an extremal point of Conv $X$, must lie in $X$. Hence $A_{tz} x = b_t$ for $z = \text{sgn} x$ and $t \in [f,e]$ (corollary 1.1). Assume for contrary that $t_j \in (-1,1)$ for some $j$. Then there exists a sufficiently small $\varepsilon > 0$ such that for each $t' = t + \varepsilon t_j$, $\varepsilon \in (-\varepsilon,\varepsilon)$, the solution $x'$ of $A_{t'z} x' = b_{t'}$ is, according to lemma 1 in [22], given by $x' = x - \frac{\varepsilon}{1 - \gamma(t_{z}A_{z}^{-1}e_j)}$. 

Hence $x$ is an interior point of a segment lying in $X$, so that it cannot be an extremal point of Conv $X$. Thus $|t| = e$; since $A_{tz} x = b_t$ implies $A_c x - b_c = T_e (\Delta|x| + \delta)$, we obtain $|A_c x - b_c| = \Delta|x| + \delta$. 

As in [22], we can bring the equation $|A_c x - b_c| = \Delta|x| + \delta$ by substituting $y = \text{sgn}(A_c x - b_c)$, $x = x^+ - x^-$, $|x| = x^+ + x^-$ to the form 

$$A_y x^+ - A_y x^- = b_y \quad (1.1)$$  

$y \in Y)$. 

**Theorem 1.3.** Let $A^T$ be regular. Then for each $y \in Y$, the equation $(1.1)$ has exactly one solution $x_y \in X$ and we have Conv $X = \text{Conv } \{ x_y, y \in Y \}$. 

Proof. As in [22], the existence and unicity of the \( x_y \)'s follows from the P-property of matrices \( \lambda^{-1}_y \lambda_y f (y \in \mathcal{Y}) \). According to theorem 1.2, \( \text{Conv } X = \text{Conv } \{ x; |\lambda_c x - b_c| = \Delta |x| + \delta \} = \text{Conv } \{ x_y; y \in \mathcal{Y} \} \).

A system \( A^T x = b^T \) is called normal if \( \Delta |x| + \delta > 0 \) for each \( x \in \mathcal{X} \). It can be easily shown that a system is normal if either of the following two conditions holds: (i) \( \delta > 0 \), (ii) \( \Delta > 0 \) and \( 0 \notin b^T \).

**Theorem 1.4.** Let \( A^T x = b^T \) be a normal system with a regular matrix \( A^T \). Then the mapping \( x \mapsto t \) given by

\[
t_1 = \frac{(A_c x - b_c)_1}{(\Delta |x| + \delta)_1} \quad (i \in \mathcal{N})
\]

is a continuous one-to-one mapping of \( X \) onto the interval \([f, e]\).

**Proof.** It follows from theorem 1.1 that \( X \) is mapped into \([f, e]\). Let \( t \in [f, e] \); then, according to theorem A in [23], the linear complementarity problem

\[
x^+ = A_c^{-1} b_c + A_c^{-1} A_t^T
\]

has exactly one solution \( x \). (1.3) can be rearranged to

\[
A_c x - b_c = T_c (\Delta |x| + \delta),
\]

which shows that (1.2) holds, hence \( t \) is the image of \( x \), and \( x \) is unique.

The inverse mapping \( t \mapsto x \) cannot be expressed explicitly, but for each \( t \) the inverse image \( x \) may be computed by solving (1.3) using Murty's algorithm [13]. Notice that each \( y \in \mathcal{Y} \) is mapped exactly on the point \( x_y \). \( 0 \) is mapped on \( x_0 = A_c^{-1} b_c \). For each \( z \in \mathcal{Y} \), the set \( \{ t; t \in [f, e], T_z t \geq 0 \} \) is mapped onto the intersection of \( X \) with the cone emanating from \( x_c \) and spanned over the vectors \( z_j(A_c^{-1})_j \) \( (j \in \mathcal{N}) \).
Corollary 1.5. Let $A^T x = b^T$ be a normal system with a regular matrix $A^T$. Then for each $y, y' \in Y, y \neq y'$ implies $x_y \neq x_{y'}$.

Proof. From theorem 1.4. ■

2. Nonconvexity of the solution set

It follows from corollary 1.3 that the solution set $X$, being a union of $2^n$ convex polytopes, is generally nonconvex. In this section we shall examine the problem of (non)convexity in terms of the $x_y$'s.

Theorem 2.1. Let $A^T$ be regular. Then $X$ is nonconvex if and only if there exist $y, y' \in Y$ and $i, j \in \mathbb{N}$ such that $y_i y'_i = 1$, $\Delta_{ij} > 0$ and $(x_{y})_j (x_{y'})_j < 0$.

Proof. "If": Let $x = \lambda x_y + \mu x_{y'}$, for some $\lambda > 0$, $\mu > 0$, $\lambda + \mu = 1$. Then $|x|_j < |\lambda x_y|_j + |\mu x_{y'}|_j$, hence $|A_c x - b_c|_i = y_i \Delta_{ij} (|\lambda x_y|_j + |\mu x_{y'}|_j) > (\Delta |x| + \delta)'_i$, showing that $x \notin X$ (theorem 1.1). Thus no interior point of the segment connecting $x_y$ with $x_{y'}$ belongs to $X$, so $X$ is nonconvex. "Only if": Assume for contrary that for each $y, y' \in Y$ and $i, j \in \mathbb{N}$, $y_i y'_i = 1$ and $\Delta_{ij} > 0$ imply $(x_{y})_j (x_{y'})_j \geq 0$. Let $x = \sum_y \lambda_y x_y$, $\lambda_y \geq 0$ for each $y \in Y$, $\sum_y \lambda_y = 1$. Then for each $i \in \mathbb{N}$ we have $(A_c x - b_c)_i = y_i \Delta_{ij} \sum_y \lambda_y x_y \leq \sum_y \Delta_{ij} ((\sum_y \lambda_y x_y)_j + \sum_y \lambda_y s'_j)_i = (\Delta |x| + \delta)'_i$, so that $x \notin X$. Thus we have shown that Conv $\{x_y, y \in Y\} \subset X$, which in view of theorem 1.3 means that Conv $X = X$, and $X$ is convex. ■
Together with this result, we have proved

**Corollary 2.1.** Let \( A^I \) be regular. Then, \( X \) is nonconvex if and only if there exist \( x_y, x_{y^-} \), \( x_y \neq x_{y^-} \), such that no interior point of the segment connecting \( x_y \) with \( x_{y^-} \) belongs to \( X \).

**Theorem 2.2.** Let \( A^I \) be regular and let \( \Delta > 0 \). Then \( X \) is nonconvex if and only if there exist \( y, y^- \in \mathbb{Y} \), \( y \neq y^- \), such that

\[
(x_y)_j (x_{y^-})_j < 0
\]

for some \( j \in \mathbb{N} \).

The proof follows immediately from theorem 2.1. The reason for the assumption \( y \neq -y^- \) is explained in the next theorem:

**Theorem 2.3.** Let \( A^I \) be regular. Then for each \( y \in \mathbb{Y} \), the whole segment connecting \( x_y \) with \( x_{-y} \) lies in \( X \).

**Proof.** Take \( x = \lambda x_y + \lambda' x_{-y} \), \( \lambda > 0 \), \( \lambda' > 0 \), \( \lambda + \lambda' = 1 \).

Then from \( A^I x_y - b_c = T_y (\Delta |x_y| + \vec{d}) \), \( A^I x_{-y} - b_c = -T_y (\Delta |x_{-y}| + \vec{d}) \), we get \( |A^I x - b_c| = |T_y (\Delta (\lambda |x_y| - |x_{-y}|) + (\lambda - \lambda') \vec{d})| \leq \Delta |x| + \vec{d} \), hence \( x \in X \).

The solution set can be convex even if it intersects the interiors of all orthants:

**Example 2.1.** The solution set of the system

\[
\begin{align*}
[1,2]x_1 + [1,2]x_2 &= \lfloor -1,1 \rfloor \\
[1,2]x_1 + [-2,-1]x_2 &= \lfloor -1,1 \rfloor
\end{align*}
\]

is a square with vertices \((1,0)^T, (0,1)^T, (-1,0)^T, (0,-1)^T\).

The following theorem will be used in interval linear programming (section 10):

**Theorem 2.4.** Let \( A^I x = b^I \) be a normal system with a regular matrix \( A^I \) such that \( x_y > 0 \) for each \( y \in \mathbb{Y} \). Then \( X \) is a convex polyhedron with vertices \( x_y (y \in \mathbb{Y}) \) and two vertices \( x_y, x_{y^-} \) are neighbouring if and only if \( y \) and \( y^- \) differ in just one entry.
Proof. It follows from theorem 1.3 and corollary 1.2 that
\[ x = \{ x \mid Ax \leq b, Ax \geq b, x \geq 0 \} \]. Each extremal point (vertex)
of \( X \) is equal to some \( x_y \) according to theorem 1.2. The fact that
each \( x_y \) is an extremal point of \( X \) follows from theorem 2 in [20].
If \( x_y \) and \( x_{y'} \) are neighbouring, then the edge connecting them must
lie in the intersection of \( n-1 \) hyperplanes. Since the normality
precludes the possibility of \( (Ax)_i = b_i, (Ax')_i = b_i \) holding
simultaneously for some \( i \), there must exist a \( y \in Y \) and a \( k \in \mathbb{N} \) such
that each point of the edge satisfies the system
\[ (Ay_yx)_i = (Ay_{y'}x')_i, \quad i \in \mathbb{N}\setminus\{k\}. \] (2.1)
Hence \( x_y \) and \( x_{y'} \) also satisfy (2.1), so that \( y \) and \( y' \) differ only
in the \( k \)-th entry. \( \blacksquare \)

3. Computational complexity of the sign accord algorithm

In [22], we proposed using Murty's algorithm [13] for solving the
linear complementarity problem \( x^+ = A_{y^+}^{-1}A_{x^+}y^+ \). This requires
inverting \( A_{y^+} \) and then working with a simplex-like tableau. We also
showed in [22] that Murty's algorithm can be reformulated in terms
of solving systems \( A_{y^+}x = b_y \) until \( T_{y^+}x \geq 0 \) (the sign accord algorithm).
This approach does not require computing the inverse matrix, but
still the original Murty's form is to be recommended in the general
case. Clearly, the sign accord algorithm cannot take more than \( 2^n \)
steps; following Murty's example [14], we shall show here that this
upper estimate can be achieved. For each \( n \geq 1 \) define an interval
matrix \( A_n^I \) by
\[
(A^I_n)_{ij} = \begin{cases} 
1 & \text{if } i = j \\
[-2,2] & \text{if } j = i+1 \text{ and } 1 \leq i \leq n-1 \\
0 & \text{otherwise.}
\end{cases}
\]

Now consider the system
\[
A_n^I [f, f].
\]  

**Theorem 3.1.** For each \( n \geq 1 \), the sign accord algorithm takes exactly \( 2^n \) steps to compute \( x_e \) for the system (3.1) when started from \( z = e \).

**Proof.** For the solution of the system \( A_{e^2} x = f \) we have
\[
x_j = -1 - \frac{2^j}{2^{n-j}} z_j z_{j+1} \ldots z_{j+1} \quad (1 \leq j \leq n-1)
\]
\[
x_n = -1.
\]

Hence, if the sign of \( z_k \) is reversed \((k \geq 2)\), then \( x_k, \ldots, x_n \) remain unchanged and \( x_1, \ldots, x_{k-1} \) take on values of opposite signs (since the last term \( 2^{n-j} z_{j+1} \ldots z_n \) prevails). Thus the sequence of vectors \( \text{sgn}(T_s x) \) looks like this:

-1, -1, -1, ..., -1  
1, -1, -1, ..., -1  
-1, 1, -1, ..., -1  
1, 1, -1, ..., -1  
-1, -1, 1, ..., -1  
...  
...

If we write 0's instead of -1's, then, when read from right to left, these sequences will be just the binary numbers 0, 1, ..., \( 2^{n-1} \). Thus the algorithm takes exactly \( 2^n \) steps before stopping with
\[
\text{sgn}(T_s x) = e. \]

\( \blacksquare \)
In [23] we showed that the sign accord algorithm can be started from an arbitrary $z \in Y$ without affecting its convergence. It is a good reason to believe that $z = \text{sgn} \ d_y \ (d_y = \lambda_c^{-1}b_y)$ is a good choice. In fact, in ([21], p. 27) it was proved that if $c|d_y| < |d_y|$ (i.e. if $\lambda$ is "narrow"), then $\text{sgn} \ x_y = \text{sgn} \ d_y$, so that in this case the sign accord algorithm takes only one step.

Nevertheless, in our above example we have $z = \text{sgn} \ d_0 = f$, $\text{sgn} \ (T_2x) = (c, 1)^T$, so that the algorithm takes more than $2^{n-2}$ steps.

In our paper [21] we described an iterative method for computing $x_y$. This method can be recommended for large-size examples with small values of $p(\beta) (p = |\lambda_0^{-1}| \Delta)$; small-size examples can be usually solved more quickly by finite algorithms. However, for the above example (where $p = 0$) we have $x_0^* = f, x_0^1 = x_e$.

4. A linear programming method for computing $x_y$

In this section we are going to show that the equation

$$A_y x^+ - A_y x^- = b_y$$

can be solved as a linear programming problem

$$\min \left\{ c^T(x_1 - x_2) : A_y x_1 - A_y x_2 = b_y, \ x_1 \geq 0, \ x_2 \geq 0 \right\} \quad (4.1)$$

if $c$ is chosen so that the condition

$$c^T \lambda^{-1} T_y > 0^T \quad (4.2)$$

be satisfied. This approach is similar to that of Mangasarian [11], but the proof is different.
Theorem 4.1. Let $\mathbf{x}^*$ be regular and let (4.2) hold. Then the problem (4.1) has a finite optimum and for each optimal solution $x_1^*$, $x_2^*$ of (4.1) we have $x_y = x_1^* - x_2^*$.

Proof. Consider the primal problem
\[
\begin{align*}
& \min \left\{ c^T (x_1 - x_2) ; \begin{cases} \mathbf{A} x_1 - \mathbf{A} x_2 \geq \mathbf{b} & (y_i = 1) \\
-\mathbf{A} x_1 + \mathbf{A} x_2 \geq -\mathbf{b} & (y_i = -1) 
\end{cases} \right. \\
& \quad x_1 \geq 0, \quad x_2 \geq 0 \bigg\}
\end{align*}
\]
It can be easily verified that the dual problem reads
\[
\max \left\{ \mathbf{b}^T y ; \begin{cases} \mathbf{A}^T y \leq c \quad & \mathbf{b}^T y \geq c, \ p \geq 0 \bigg\} 
\end{cases} \right.
\]
If $p$ satisfies the dual constraints, then $|\mathbf{A}^T y - c| \leq \Delta^T |\mathbf{y}^T p|$, hence theorem 1.1 gives that $\mathbf{A}^T y = c$ for some $\mathbf{A} \in \mathbb{A}^T$, so that $p^T = c^T \mathbf{A}^{-1} \mathbf{y} > 0^T$ due to (4.2). Thus both the primal and dual problem are feasible, hence the duality theorem assures the existence of an optimal solution $x_1^*$, $x_2^*$ to (4.1), which, since the dual optimal solution $p^*$ is positive, must satisfy $\mathbf{A}^T \mathbf{y}^* = \mathbf{b}^*$.

Assume that $x_{1j}^* > 0, x_{2j}^* > 0$ for some $j$ with $\Delta_j \neq 0$ (the $j$-th column of $\Delta$). Then the complementary slackness conditions give
\[
(\mathbf{A}^T \mathbf{y}^* p^*)_j = (\mathbf{A}^T \mathbf{y}^* p^*)_j = c_j \implies \Delta^T_j p^* = 0, \text{ a contradiction.}
\]
Hence $x_{1j}^* x_{2j}^* = 0$ for each $j$ with $\Delta_j \neq 0$, thus $\mathbf{A}^T (x_1^* - x_2^*)^* - \mathbf{A}^T (x_1^* - x_2^*) = \mathbf{b}^*$, which gives $x_y = x_1^* - x_2^*$.

Baumann [2] arrived at the same condition (4.2) in another context and described a 3x3 example such that for $y = e$, (4.2) does not hold for any $\mathbf{c} \in \mathbb{R}^n$. Thus the method described is seemingly not general, but shows an interesting connection with linear programming.
5. An estimating algorithm

If \( n \) is large, then the computation of the exact interval solution \( x^I = [x; x] \) may be too costly; in such cases, an estimate of \( x^I \) could suffice (cf. Neumaier [15]).

An algorithm for simultaneous estimating \( x^I \) and \((A^I)^{-1}\) can be derived from lemma 1 in [22]. The algorithm, starting with \( A_c x = b^I \), goes along all the pairs \((i,j)\) \( \in \mathbb{N} \times \mathbb{N} \) and at each step records the effect of \( A_{ij} \) being "made free". In its most elaborate form, paying attention to the estimates to grow as slowly as possible, it seems to give good results.

We leave it on an interested reader to derive and test that algorithm himself (herself).

6. Regularity and P-matrices

In [23], we proved this "theorem A": If \( A^I \) is regular, then for each \( A_1, A_2 \in A^I \), both \( A_1^{-1} A_2 \) and \( A_1 A_2^{-1} \) are P-matrices. In this section, we give some consequences of this result.

**Theorem 6.1.** Let \( A^I \) be regular. Then for each \( A_1, A_2 \in A^I \) we have:

(i) there exist \( x_1 > 0, x_2 > 0 \) such that \( A_1 x_1 = A_2 x_2 \),

(ii) there exist \( x_1 > 0, x_2 > 0 \) such that \( A_1^{-1} x_1 = A_2^{-1} x_2 \),

(iii) if \( A_1 x_1 = A_2 x_2 \) for some \( x_1 \neq 0, x_2 \neq 0 \), then \( x_{11} x_{21} > 0 \) for some \( i \in \mathbb{N} \),

(iv) if \( A_1^{-1} x_1 = A_2^{-1} x_2 \) for some \( x_1 \neq 0, x_2 \neq 0 \), then \( x_{11} x_{21} > 0 \) for some \( i \in \mathbb{N} \).
Proof. The proof follows from the above-quoted theorem A and from the results by Gale and Nikaido [8]: if A is a P-matrix, then
(a) there is an $x > 0$ with $Ax > 0$, (b) if $x \neq 0$, then $x_1(Ax)_1 > 0$ for some $1$.

For any $z \in Y$, let us call the orthants $\{x; T_z x \geq 0\},$ $\{x; T_z x \leq 0\}$ opposite. Notice that $b$ is fixed in the next assertion.

Corollary 6.1. Let $A^T$ be regular and let $b \neq 0$. Then the solution set of the system $A^T x = b$ cannot intersect two opposite orthants simultaneously.

Proof. Follows from the assertion (iii) of theorem 6.1.

Theorem 6.2. Let $A^T$ be regular, $A_1, A_2 \in A^T$. Then each real eigenvalue of $A^{-1}(A_1 - A_2)$ is less than 1.

Proof. Assume there is a real eigenvalue $t$ with $t > 1$. Then from $A^{-1}(A_1 - A_2)x = tx$, $x \neq 0$, we have $(A_1 + t^{-1}(A_2 - A_1))x = 0$, hence the matrix $A_1 + t^{-1}(A_2 - A_1)$$\in A^T$ is singular, a contradiction.

Let us denote by $\rho_0(A)$ the maximum of real eigenvalue moduli of $A$. If no real eigenvalue exists, we put $\rho_0(A) = 0$.

Corollary 6.2. Let $A^T$ be regular. Then $\rho_0(A^{-1}A_o) < 1$ for each $A_o$ with $|A_o| \leq \Delta$.

Proof. Follows from theorem 6.2 applied to (a) $A_1 = A_c$, $A_2 = A_o - A_c$, (b) $A_1 = A_o$, $A_2 = A_c + A_o$.

Next we prove a regularity criterion (seemingly not of practical value). Let $Dyz = A^{-1}_c T_y A T_c$ for $y, z \in Y$.

Theorem 6.3. $A^T$ is regular if and only if $\rho_0(Dyz) < 1$ for each $y, z \in Y$. 
Proof. The "only if" part follows from corollary 6.2. The proof of the "if" part is the same as in [3].

Theorem 6.4. Let $A^T$ be regular. Then for each $\Delta_0$ with $|\Delta_0| \leq \Delta$ we have $|A_c^{-1} \Delta_0|_{11} < 1$ for each $i \in N$.

Proof. Put $A = A_0 = \Delta_c \in \mathbb{R}$. Since all diagonal entries of the P-matrix $A_c^{-1}A$ are positive and $A_c^{-1} \Delta_0 = E - A_c^{-1} A$, we have $|A_c^{-1} \Delta_0|_{11} < 1$ for each $i \in N$. To complete the proof, it suffices to apply the result just obtained to $-\Delta_c$.

Next we give two sufficient singularity conditions. Let $D_0 = A_c^{-1} \Delta$.

Corollary 6.3. Let $|D_0|_{11} \geq 1$ for some $i \in N$. Then $A^T$ is singular.

Proof. Follows from theorem 6.4 for $\Delta_0 = \Delta$.

Corollary 6.4. Let some of the matrices $AA^{-1}, AA_\lambda^{-1}, A^{-1}A, A^{-1}A$ have a nonpositive diagonal element. Then $A^T$ is singular.

Proof. If $A^T$ were regular, then each of the four matrices would have positive diagonal in view of theorem A.

In [23], we proved this characterization ($A_y = A_\lambda^{-1}A_\gamma$):

Theorem 6.5. $A^T$ is regular if and only if $A_y$ is a P-matrix for each $y \in Y$.

The "only if" part follows from theorem A. To prove the "if" part, we need not use theorem 0 of [23], but instead we may apply the following theorem 6.6; notice that theorems 6 and 8 in [22] can be also proved as its direct consequences:
Theorem 6.6. The following assertions are mutually equivalent:

(i) \( A^I \) is regular,
(ii) \( A_{ye}x^+ - A_{yr}x^- = e_j \) has a solution for each \( y \in Y, j \in N \),
(iii) \( A_{ye}x_1 - A_{yr}x_2 = e_j \) has a nonnegative solution for each \( y \in Y, j \in N \).

Proof. (i) \( \Rightarrow \) (ii): from theorem 1.3. (ii) \( \Rightarrow \) (iii): obvious.
(iii) \( \Rightarrow \) (i): assume that \( A^I \) is singular, then \( A^I p = 0 \) for some \( A \in A^I, p \neq 0 \); assume w.l.g. that \( p_j < 0 \) for some \( j \in N \). Let \( y = -\text{sgn} p \), then \( A_{ye}p \geq 0, A_{yr}p \leq 0, p_j < 0 \), hence the system \( A_{ye}x_1 - A_{yr}x_2 = e_j \) cannot have a nonnegative solution due to Farkas lemma.

Corollary 6.5. Let \( A_y \) be positive definite for each \( y \in Y \).
Then \( A^I \) is regular.

Proof. Follows from theorem 6.5 since each positive definite matrix is a P-matrix [8].

The converse implication is, however, not true:

Example 6.1. The interval matrix
\[
A^I = \begin{pmatrix}
[-1,3] & 1 \\
1 & 0
\end{pmatrix}
\]
is obviously regular, but none of the matrices \( A_y (y \in Y) \) is positive definite.

Finally we show that theorem 6.5 will not remain true if we replace the matrices \( A_y = A_{ye}^{-1}A_{yr} \) by matrices \( A_{ye}A_{yr}^{-1} \):

Example 6.2. The interval matrix
\[
A^I = \begin{pmatrix}
[1.5,3.5] & [-0.5,1.5] \\
[0.5,2.5] & [1.5,3.5]
\end{pmatrix}
\]
is singular but all the matrices \( A_{ye}A_{yr}^{-1} (y \in Y) \) are P-matrices.
7. Interval inverse representation

In [23] we proved that if $A^I$ is regular, then for each $y \in Y$, $j \in N$ there exists a $x \in X$ such that $T_y(A^{-1}_{yz})_j \geq 0$. Generally this $x$ need not be unique, but $(A^{-1}_{yz})_j$ does, since obviously $(A^{-1}_{yz})_j$ is equal to $x_y$ for the system $A^I x = e_j$. Hence if we define $x_{yz} = \text{sgn}(A^{-1}_{yz})_j$, then $x_{yz}$ is correctly defined and satisfies $T_y(A^{-1}_{yz})_j \geq 0$. Now let $Q = \{(y, x_{yz}) : y \in Y, j \in N\}$. Then we have the following theorem, which is similar to theorem 6 in [22], but works with $A^{-1}_{yz}$'s instead of with obscure matrices $B_y$.

**Theorem 7.1.** Let $A^I$ be regular. Then for each $A \in A^I$ there exist nonnegative diagonal matrices $L_{yz} ((y, z) \in Q)$ satisfying

$$
\sum_Q L_{yz} = E \text{ such that } A^{-1} = \sum_Q A^{-1}_{yz} L_{yz} \quad (7.1)
$$

holds.

**Proof.** Fix a $j \in N$. Since $(A^{-1}_{yz})_j$ are just the vectors $x_y$ for the system $A^I x = e_j$, from theorem 1.3 we have $(A^{-1})_j = \sum_y \lambda_j (A^{-1}_{yz})_j$ for some nonnegative $\lambda_j$, $\sum_y \lambda_j = 1$. Now we obtain the desired result when defining the diagonal matrices $L_{yz}$ by $L_{yz} (y, z) = \lambda_j (y \in Y, j \in N)$. ■

**Corollary 7.1.** Let $A^I$ be regular. Then for the exact interval inverse $(A^I)^{-1} = [\underline{A}^I, \overline{A}^I]$ we have

$$
\underline{A}^I = \min_Q A^{-1}_{yz}, \quad \overline{A}^I = \max_Q A^{-1}_{yz}. \quad (7.2)
$$
Proof. Immediate, since for each \( A \in \mathbb{A} \) and each \( i, j \in \mathbb{N} \),
\[
(\lambda^{-1})_{ij} \text{ is a convex combination of } (\mu^{-1})_{ij}, \quad (y, z) \in \mathbb{R}.
\]

If \( \lambda^T \) is inverse-stable, then \( Q = \{(y, z_j) ; y \in \mathbb{Y}, z_j = \text{sgn}(\lambda^{-1}), \quad j \in \mathbb{N}\} \). If \( \lambda^T \) is positively invertible, then \( Q = \{(y, e) ; y \in \mathbb{Y}\} \).

In the general case the structure of \( Q \) is difficult to judge;
but notice that (7.1), (7.2) remain true if \( Q \) is replaced by \( \mathbb{Y} \times \mathbb{Y} \).
Also, not each matrix of the form \( \sum_{0}^{\infty} \lambda^{-1} y z \) is equal to some \( \lambda^{-1} \),
\( A \in \mathbb{A} \), in the general case, for otherwise the solution set of
each system \( A^T x = e_j \) would be convex.

8. Nonnegatively invertible matrices

We shall give here an elementary proof of three necessary and
sufficient conditions for nonnegative invertibility of an interval
matrix. (iii) and (iv) are known from [10], [22].

Theorem 8.1. The following assertions are mutually equivalent:
(i) \( \lambda^T \) is nonnegatively invertible,
(ii) \( \bar{A}^{-1} \geq 0 \) and \( \rho(\bar{A}^{-1}(\bar{A} - \overline{\lambda})) < 1 \),
(iii) \( \lambda^T \) is regular and \( \bar{A}^{-1} \geq 0 \),
(iv) \( \lambda^T \) is regular and \( \bar{A}^{-1} \geq 0 \).

Proof. (i) \( \Rightarrow \) (iii): obvious. Denote \( \mathbb{B} = \lambda^{-1}(\bar{A} - \overline{\lambda}) \).

(iii) \( \Rightarrow \) (i): it follows from theorem 6.2 that \( \rho(\mathbb{B}) = \rho(\mathbb{B}) < 1 \).

(ii) \( \Rightarrow \) (iv): we have \( (\mathbb{E} - \mathbb{B})^{-1} = \bar{A}^{-1} \bar{A} = \mathbb{E} + \bar{A}^{-1}(\bar{A} - \overline{\lambda}) \geq 0 \),
hence \( \rho(\mathbb{B}) < 1 \). (ii) \( \Rightarrow \) (i): for each \( A \in \mathbb{A} \) we have \( A = \bar{A}(\mathbb{E} - \lambda^{-1}(\bar{A} - \overline{\lambda})) \); since \( \rho(\lambda^{-1}(\bar{A} - \overline{\lambda})) \leq \rho(\mathbb{B}) < 1 \), it follows
that \( \lambda^{-1} = (\sum_{0}^{\infty}(\lambda^{-1}(\bar{A} - \overline{\lambda}))^j)^{-1} \geq 0 \).
In proving \( (11) \implies (1) \), we achieved this result.

**Corollary 8.1.** Let \( A^T \) be nonnegatively invertible. Then for each \( A \in A^I \) we have
\[
A^{-1} = \left( \sum_{j=0}^{\infty} (A^{-1} - A)^j \right) A^{-1}.
\]

We may use this corollary to obtain a generalization of the result by Barth, Nuding [1] and Beeck [5] \((b \geq 0 \text{ is replaced by } A^{-1} b \geq 0)\):

**Theorem 8.2.** Let \( A^I \) be nonnegatively invertible and let \( A^{-1} b \geq 0 \). Then for the exact interval solution \([x, \bar{x}]\) of \( A^I x = b^I \) we have \( x = A^{-1} b \), \( \bar{x} = A^{-1} \bar{b} \).

**Proof.** For each \( x = A^{-1} b \), \( A \in A^I \), \( b \in b^I \), corollary 8.1 gives \( x \geq A^{-1} b \geq 0 \). Thus \( A x = b \) implies \( A x \leq \bar{b} \) and \( x \leq A^{-1} \bar{b} \). Hence \( x = A^{-1} b \), \( \bar{x} = A^{-1} \bar{b} \).

In [22] it was shown that \( x = x_f \), \( \bar{x} = x_c \) for positively invertible matrices. This result can be extended to inverse-column-stable matrices, i.e. to interval matrices satisfying \( A^{-1} z \geq 0 \) for some (fixed) \( z \in Y \) and each \( A \in A^I \). In this case we have \( x = x_{-z} \), \( \bar{x} = x_{z} \). Obviously, \( A^T \) is inverse-column-stable iff the interval matrix \( \begin{bmatrix} T_{z} A z e & T_{z} A z f \end{bmatrix} \) is positively invertible, i.e. e.g. iff \( (T_{z} A z e)^{-1} \geq 0 \) and \( (T_{z} A z f)^{-1} \geq 0 \).

\[ 9. \text{ Nonnegative solutions} \]

Nonnegative solutions play important role in certain applications, e.g. in interval linear programming. Obviously, the set of non-
negative solutions \( X_+ \) is described by \( X_+ = \{ x; Ax \leq b, Ax \geq b, x \geq 0 \} \) (corollary 1.2). We shall focus our attention here on two problems: when (a) \( X_+ = X \), (b) \( X_+ \neq \emptyset \).

**Theorem 9.1.** Let \( A^T \) be regular. Then each solution \( x \in X \) is nonnegative (positive) if and only if \( A^{-1}_{ye} b \geq 0 \) \((> 0)\) for each \( y \in Y \).

**Proof.** "Only if": obvious. "If": denote \( \tilde{x}_y = A^{-1}_{ye} b \), then \( A_{ye} \tilde{x}_y = b_y \) and \( T_e \tilde{x}_y \geq 0 \), hence \( \tilde{x}_y = x_y \). Now the assertion follows from theorem 1.3. \( \square \)

Thus verifying nonnegativity of all solutions requires computation of \( 2^n \) vectors \( x_y \); this, however, does not mean that one must solve \( 2^n \) systems \( A_{ye} x = b_y \). In fact, if \( y \) and \( y^- \) differ in just one entry, then \( x_y^- \) can be computed from \( x_y \) using lemma 1 in [22]. Thus we are left with the problem whether the set \( Y \) can be ordered in such a way that every two neighboring vectors differ in just one entry. Such an ordering can be easily constructed by induction on \( n \):

1. \( 1,-1 \) is the ordering for \( n = 1 \),
2. if \( y_1, \ldots, y_{2^n} \) is the ordering for \( n \), then \( (y_1, 1), \ldots, (y_2, n), (y_2, 1), \ldots, (y_1, -1) \) is the ordering for \( n+1 \).

Next we turn to the problem of existence of nonnegative solutions. The following theorem was proved in [18]. Regularity is not assumed; notice the difference in quantifiers:

**Theorem 9.2.** A system \( A^T x = b^T \) has a nonnegative solution if and only if for each \( p \) satisfying \( A^T p \geq 0 \) for each \( A \in A^T \) there exists a \( b \in b^T \) such that \( b^T p \geq 0 \).

This is a Farkas-type theorem. It has this consequence:
Corollary 9.1. A system $A^I x = b^I$ does not possess a non-negative solution if and only if there exists a fixed linear combination of rows which, as applied to any system $Ax = b$, $A \in A^I$, $b \in b^I$, always produces an equation that does not possess a nonnegative solution.

Proof. If $A^I x = b^I$ does not possess a nonegative solution, then theorem 9.2 assures the existence of a vector $p$ such that $A^T p \geq 0$, $b^T p < 0$ for any $A \in A^I$, $b \in b^I$. Taking a linear combination of rows with coefficients $p_i$ ($i \in N$), a system $Ax = b$ is brought to the equation $p^T Ax = b^T p$ that cannot have a nonegative solution. Conversely, if such a $p$ exists, then the assumption of existence of a nonegative solution to some $Ax = b$ leads to the existence of a nonegative solution of the equation $p^T Ax = b^T p$, a contradiction.

10. Interval linear programming

An interval linear programming problem is a problem of the form

$$\max \{c^T x; Ax = b, x \geq 0\} \quad (10.1)$$

where $A, b, c$ are not exactly known: $A \in A^I$, $b \in b^I$, $c \in c^I$ ($A^I$ is of size $n \times m$; the symbol $A^I$ is reserved for certain square submatrix of $A^I$). We shall assume that for each such $A, b, c$ the problem (10.1) has a finite optimum (necessary and sufficient conditions were given in [17]); let us denote the optimal value of (10.1) by $f(A, b, c)$.

Several problems arise in connection with this formulation:
(a) Compute the upper bound of optimal values
\[ \bar{H} = \max \{ f(a, b, c) \mid a \in \mathbb{R}^I, b \in \mathbb{R}^J, c \in \mathbb{R}^I \}. \]

It can be easily seen that \( \bar{H} \) can be computed by a linear programming method:
\[ \bar{H} = \max \{ c^T x \mid a x \leq b, c x \geq d, x \geq 0 \}. \quad (10.2) \]

In [18], a duality theory for this problem was developed (notice the additional duality between "weak" and "strong" solutions of (P) and (D) there; it can be also extended to inequalities provided nonnegativity of the primal solution is retained) resulting in the optimality criterion 3.4 (in [18]) which implies this algorithm, working, in contrast to (10.2), with problem of original size:

**Algorithm 10.1.**

1. Set \( y = e \).
2. Compute \( h = \max \{ \alpha^T x, \lambda x = b, \mu x \geq d, x \geq 0 \} \) and a dual optimal solution \( p \).
3. If \( T_y p \geq 0 \), terminate with \( \bar{H} = h \).
4. Otherwise select a \( j \) with \( y_j p_j < 0 \), set \( y_j = -y_j \) and go to step 1.

The following theorem was proved in [19]:

**Theorem 10.1.** Let \( \tilde{A} > 0 \) and let each nonnegative solution to \( \tilde{A} x = \tilde{b} \) be nondegenerate (i.e. it has at least \( n \) positive entries). Then algorithm 10.1 is finite.

Various improvements and schemes for performing this algorithm in a tableau can be given. One scheme (with fixed-size tableau) was suggested in [19], another (with floating-size tableau) was recently proposed by Mráz [12].
(b) Compute the lower bound of optimal values
\[ h = \min \{ f(\lambda, b, c) ; \lambda \in A^I, b \in b^I, c \in c^I \} . \]
Taking \(A, b, c\) fixed and letting \(p\) be a dual optimal solution to (10.1),
we can easily obtain from the duality theorem that \(f(\lambda, b, c) \geq \)
\[ f(\lambda_{ye}, b_{ye}, c_{ye}) \],
where \(y = -\text{sgn} \ p\). Hence
\[ h = \min_y f(\lambda_{ye}, b_{ye}, c_{ye}) , \]
which would require solving \(2^n\) problems (10.1). Due to the lack of an
optimality criterion, no analogon of algorithm 10.1 and theorem 10.1
is known as yet, as far as we know.

(c) Compute the upper and lower bounds of optimal solutions:
\[ x_L = \min \{ x_i ; x \in x^* \} \]
\[ x_L = \max \{ x_i ; x \in x^* \} \quad (i \in N) , \]
where \(x^*\) is the set of all optimal solutions of all the problems
(10.1) for \(\lambda \in A^f, b \in b^f, c \in c^f\). In the general case this seems to be
a difficult problem.

We shall show that the problems (a), (b), (c) can be rather
efficiently solved in a special case of basis-stable problems
studied earlier by Krabczyn [9] and Beeck [6]. An interval linear
programming problem is called basis-stable with basis \(B\) if for
each \(\lambda \in A^I, b \in b^I, c \in c^I\), the problem (10.1) has a unique non-
degenerate optimal basic solution with basis \(B\). We shall assume
without loss of generality that \(B\) is formed by the first \(n\) columns,
so that \(A^I, c^I\) can be decomposed into basic and nonbasic parts:
\[ A^I = (A^I, A^N), \quad (c^I)^T = (c^I_T, c^N_T) . \]
Now the above problems (a),
(b), (c) can be formulated as problems of the form
\[ \max \{ c^T x ; x \in x \} \quad \text{and} \quad \min \{ c^T x ; x \in x \} , \]
(10.3) (10.4)
where $X$ is the solution set of $A^T x = b^T$ ($A^T$ is square). In fact, (a) is of the form (10.3) with $c = c$, (b) of the form (10.4) with $c = 0$, (c) of the form (10.3) or (10.4) with $c = 0$, $i \in N$ (if $i > n$, then $x_i = x_i = 0$). Furthermore, we need not solve the problem (10.3) or (10.4) by the simplex method, but instead by the following algorithm (making use of the special structure of our problem), which was developed by the author in collaboration with the undergraduate student I. Buřeš [7] (usually, solving one problem (10.1) must precede to determine the basis).

**Algorithm 10.2** (for solving (10.3)).

1. Set $y = e$.
2. Solve $A_y^T x = b_y^T$, $A_y^T p = c$.
3. If $T_y p \not\geq 0$, terminate. $x$ is the optimal solution of (10.3).
4. Otherwise select a $j$ with $y_j p_j < 0$, set $y_j = y_j$ and go to step 1.

In the case of solving (10.4), the stopping rule would be $T_y p \not< 0$, hence in step 3 we would search for a $j$ with $y_j p_j > 0$. Also the following theorem holds for (10.4) with this change:

**Theorem 10.2.** Let the original problem be basis-stable and let the basic system $A^T x = b^T$ be normal. Then the algorithm terminates in a finite number of steps with an optimal solution to (10.3).

**Proof.** Notice that the assumptions of theorem 2.4 are met, so that the algorithm goes along the edges of the convex polyhedron $X$. If $x_y, y_y$ are neighbouring extremal points with $y, y$ differing only in the $j$-th entry, then from lemma 1 in [22] we obtain $x_y - x_y = \beta y_j (A_y^{-1}) j$ for some $\beta > 0$, so that $c^T x_y = c^T x_y - \beta y_j p_j$. Hence at each step the objective value increases, which ensures finiteness. If $T_y p \geq 0$, then the objective value does not increase.
along any edge emanating from $x_y$, hence $c^T x_y$ is optimal due to the convexity of $X$. 

With the help of lemma 1 in [22], the algorithm can be performed in a tableau form, storing $A_{y_0}^{-1}$, $x$, $p$ and $y$ at each step. Details are left to the reader, as well as deriving a verifiable sufficient condition for basis-stability.

11. Problems

Several problems I have failed to solve are listed here. Maybe some of them are easy, in which case I apologize to the reader, who, I hope, will be more successful in solving them than I did:

Problem 1. Describe Conv $X$ by a system of linear inequalities in terms of input data $A^I$, $b^I$.

Problem 2. Does an analogue of theorem 2.4 hold for the set Conv $X$ in the general case?

Problem 3. Develop a linear programming procedure for computing $x_1$, $x_1^I$ directly. Can corollary 1.4 be used for this purpose?

Problem 4. Develop an efficient nonlinear programming procedure for computing $x_1$, $x_1^I$ directly.

Problem 5. Is algorithm [20, p. 51] finite for an arbitrary regular matrix $A^I$?

Problem 6. Does there exist a necessary and sufficient condition for the iterative method [21, Eq.(11)] to converge? ( $R(0) < 1$ is sufficient, but not necessary; what about $\max_{y, \Delta y} R(A_c^{-1} A_y \Delta y) < 1$?)
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